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**不可或缺的資訊素養 王維菁談AI識讀**

**學校要聞**

【記者林庭安淡水校園報導】覺生紀念圖書館參考服務組，5月14日下午2時在圖書館三樓學習共享區舉辦「AI與知識分享：從假訊息到學術投稿」系列講座，首場邀請國家通訊委員會委員、臺師大大傳所教授王維菁，以「AI、傳播與資訊素養–值得期許的新挑戰」為題進行分享。

王維菁首先介紹AI人工智慧的定義，為透過電腦科學及演算建立的智慧系統，使機器能夠學習人類相關能力，包括感知、認知、推理決策等；依據人工智慧的學習能力不同，又可分為「弱人工智慧」與「強人工智慧」，「弱人工智慧」為專門設計用來解決特定問題、完成特定任務的AI工具，例如語音辨識、圖像辨識；「強人工智慧」則是綜合功能型AI系統，能夠像人類一樣自主思考、推理，並有自主意識。接者她以「圖靈測試」為例，說明若人工智慧獲得自主意識，則人類可能面臨一連串問題，包括人類對於AI系統發展逐漸失去控制；AI擁有自主保護意識後，可能與人類產生競爭；以及人類將失去智力層面的獨特性。

面對AI不可逆的進步發展趨勢，王維菁提出「AI治理」概念，為AI在開發、使用過程中，政府需制定相關使用準則、法規，如人類安全、隱私、公平、問責等；並提醒民眾必須意識到AI生成內容的數據資料可能含有偏見，對AI生成內容應抱持懷疑、警惕的心態；其次，則是培養對AI生成內容的判斷力及識別能力，並能區分AI與人創內容的異同，社會也應透過包括「研發AI反制科技」、「強化平台責任」、「人機協作進行事實查核」以因應並扼止AI假訊息的散布，唯有三方共同努力及配合，才能促使AI的發展是安全、可控、道德，並且維護人類尊嚴與福祉。

體育事務處教授王元聖分享，由於AI是現今教學不可或缺的工具，了解AI的應用對於研究、教學方面，都有很大的幫助。尤其是AI有可能會被有心人利用，生成負面假訊息，對整體社會造成傷害，他認為這部分是須透過法律層面的完善，才得以達到遏止效果。



